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Abstract—With the rapid development of information and
communications technology in DC microgrids (DCmGs), the
deception attacks, which typically include false data injection
and replay attacks, have been widely recognized as a significant
threat. However, existing literature ignores the possibility of
the intelligent attacker, who could launch deception attacks
once obtaining necessary information by exploiting zero-day
vulnerabilities or bribing insiders, to affect the system in an
unforeseeable manner. In this paper, based on the observation
that the primary control law of the power converter device in
DCmGs is usually programmable, we propose a novel converter-
based moving target defense (CMTD) strategy by proactively
perturbing the primary control gains to defend against deception
attacks. First, we study the impact of perturbing the primary
control gains on the voltage stability in DCmGs and provide
explicit conditions for the perturbation magnitude and frequency
under which the voltage stability can be ensured. Then, we
investigate the improved detectability against deception attacks
under CMTD and present sufficient conditions under which these
attacks can be detected. Finally, we conduct extensive Matlab
Simulink/PLECS based simulations and systematic hardware-in-
the-loop based experiments to validate the effectiveness of CMTD.

Index Terms—Converter-based moving target defense, decep-
tion attacks, DC microgrids.

I. INTRODUCTION

In the recent decade, the DC microgrid (DCmG) has at-
tracted much attention for the advantage in accommodating for
distributed energy resources (DERs) through power converter
devices [1], which have been widely utilized to address the
operational challenges induced by the inherent intermittency
and variability of DERs [2]. The main tasks of converter
devices include adjusting the output voltages of DERs to the
power line voltage of the DCmG, the operating control of
DERs (e.g., the maximum power point tracking in solar power
plants) and the system level control, such that the DCmG
can operate autonomously in a reliable and efficient status
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[3]. Since the controller of the converter device (e.g., the
digital signal processor) is usually equipped with certain com-
putation resource and appropriate communication interfaces,
the distributed coordination between DERs is becoming an
increasingly promising trend in the future power distribution
system, which can significantly reduce the burden of the
control center and hence improve the reliability and flexibility
of DCmGs [4]. Nevertheless, the communication network
required by the distributed coordination will inevitably expose
DCmGs to the threat of cyberattacks, which could destroy
the synchronization between DERs and thus cause economic
losses or even converter outages [5].

Two typical cyberattacks are denial of service (DoS) and
deception attacks [6]. The DoS attack prevents the exchange
of information between DERs, while the deception attack
destroys the data integrity of packets by modifying their
payloads. Generally speaking, the deception attacks, including
false data injection (FDI) and replay attacks, possess stronger
stealthiness than the DoS attacks as the attacker can carefully
design the injected bias to deceive the system operator. In this
paper, we mainly focus on the detection and identification
of the deception attacks in DCmGs, which has become a
prevailing topic in the most recent literature.

In the power and energy society, Zhang et al. [5] considered
the FDIs and theoretically investigated the stability region
of microgrids with respect to the utilization level. While no
countermeasure is proposed to defend against the destructive
FDI attack. Sahoo et al. [7] proposed a cooperative vulner-
ability factor framework for each DER to identify malicious
DERs. Yet the cross-coupling verification of the cooperative
vulnerability factor needs to be concealed from the attacker
to prevent it from being surreptitiously compromised. In the
presence of local unknown constant power loads, Cecilia et al.
[8] introduced a distributed non-linear observer approach that
can robustly detect and reconstruct the applied FDI attacks
in DCmGs, where the knowledge of the observer should
be maintained unknown to the attacker. Habibi et al. [9]
proposed a new artificial intelligent based method for the
detection and identification of the FDI attacks in DCmGs.
While the artificial intelligent model should also be kept
confidential to prevent it from being fooled by the attacker
with adversarial examples. In the control society, Gallo et
al. [10] presented a distributed monitoring scheme to provide
attack detection and identification capabilities for linear large-
scale systems, which can be directly applied to DCmGs. But
the system parameters of DERs should be hidden from the
attacker to thwart the construction of covert (stealthy) FDI
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attacks. Furthermore, a distributed watermarking scheme was
proposed for the secure control of the DCmG under replay
attacks [11]. To successfully preclude replay attacks, the added
watermarking should be protected from being inferred by the
attacker. More recently, Liu et al. [12] proposed a distributed
countermeasure against the stealthy FDI attacks in DCmGs
based on the estimated average point and common coupling
(PCC) voltage, which should also be protected from being
disturbed by the attacker.

In summary, most literature seriously underestimates the
capabilities of the attacker, and assumes that the attacker has
zero/little knowledge of the system model and the detection
scheme. Nevertheless, the notorious Stuxnet security incident
against nuclear facilities indicated that an intelligent attacker
can obtain necessary information through exploiting zero-day
vulnerabilities in communication and computation devices or
bribing insiders, such that the deception attacks with strong
stealthiness could be launched to cause accurate and specific
adverse impact [13]. Hence, new attack detection and identi-
fication methods are required to deal with this thorny threat.

Moving Target Defense (MTD) has been shown to be a po-
tentially effective method in thwarting the FDI attacks against
the state estimation process in AC power systems [14]–[18],
which is achieved by proactively perturbing the reactances
of power lines with the distributed flexible AC transmission
system (D-FACTS) devices. The basic idea behind MTD is
to make the attacker’s understanding of the system model
outdated such that the FDI attack constructed with antiquated
system parameters may be exposed to the bad data detector.
However, the existing MTD strategy cannot be directly applied
to DCmGs due to the following two limitations: a) The X/R
ratio of the power line in DCmGs is significantly smaller than
that in AC power systems, under which the D-FACTS device
may be invalid as merely trivial perturbation can be made
on the impedance of the DC power line; b) The installation
of D-FACTS devices is costly especially when the number of
power lines increases, which will limit the practicality of MTD
in scalable DCmGs. Fortunately, we observe that the primary
control law of the power converter device, which is originally
designed for the adjustment of the voltage reference provided
to the inner control loops [19], is usually programmable
by the host computer [20]. Therefore, in this paper, we
propose a novel converter-based MTD (CMTD) strategy by
proactively perturbing the primary control gains (PCGs) in
converter devices to defend against the deception attacks with
strong stealthiness, which requires no extra installation cost.
Compared to the existing MTD strategies based on the D-
FACTS devices, the investigation of CMTD should address the
voltage stability issue under perturbation and the detection and
identification of deception attacks, which are still challenging
and require extra efforts. Towards this end, we make the
following contributions:
• We provide explicit conditions on the perturbation magni-

tude and frequency to guarantee the voltage stabilization
under PCG perturbation;

• We investigate the enhanced detectability against FDI and
replay attacks with CMTD, and introduce the sufficient
conditions under which these attacks can be detected;

• We conduct extensive simulations in Matlab
Simulink/PLECS and systematic hardware-in-the-
loop (HIL) experiments in the Typhoon HIL emulator
based testbed to validate the effectiveness of CMTD.

In the remainder of this paper, Section II introduces the
DCmG model, the unknown input observer (UIO) based de-
tector, the attack model, and our problems of interest. Section
III analyzes the voltage stability under PCG perturbation, and
Section IV investigates the enhanced detectability against FDI
and replay attacks with CMTD. Section V presents simulation
and experiment results to validate the effectiveness of CMTD,
and Section VI concludes this paper.

Notation: Rn/Rn×n is the set of real vectors/matrices.
The symbol |·| denotes the component-by-component absolute
value of a vector/matrix, and ‖ · ‖ represents the norm of a
vector/matrix. Inequalities of vectors/matrices are compared
component-by-component, and lim

t→∞
y(t) is denoted by y(∞)

for brevity. Let 1n/1n×n and 0n/0n×n denote vectors/matrices
with all 1 and 0 entries, respectively, and In denotes the n×n
identity matrix. Scalar v[m] denotes the m-th entry of v ∈ Rn.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Electrical Model of DCmG

We consider a DCmG composed of N ≥ 2 DERs, where
the buck converter is commanded to supply the local ZIP load
connected to the PCC bus as shown in Fig. 1. The electrical
network among DERs are denoted by a weighted undirected
graph Gel = {A, Eel}, where A is the set of DERs and Eel is
the set of power lines connecting them. Specifically, DERs
i and j are neighbors if power line {i, j} ∈ Eel, and the
set of neighbors of DER i in Gel is represented by N el

i .
Moreover, the weight of {i, j} is the branch conductance,
which is denoted by 1

Rij
.

At each PCC bus, the ZIP load includes constant impedance
load (CIL), constant current load (CCL), and constant power
load (CPL). As illustrated in Fig. 1, Zi, ICCLi, and PCPLi
signify the CIL (Z), CCL (I), and CPL (P ) inside DER i,
respectively. Since the objective of the buck converter is to
keep the PCC voltage near the nominal reference value Vref,i,
it is reasonable to linearize CPL around the reference voltage
[21]. Then, in DER i, the equivalent model for CPL can be
expressed as

ICPLi = −PCPLi
V 2
ref,i︸ ︷︷ ︸
(a)

Vi + 2
PCPLi
Vref,i︸ ︷︷ ︸
(b)

, (1)

where Vi is the i-th PCC voltage and ICPLi is the total current
for the CPL, arose from the negative impedance part (a)
and the constant current part (b) in (1). Combining (1) with
CIL and CCL, the ZIP load in DER i can be equivalently
represented with impedance ZLi and current load ILi as

1

ZLi
=

1

Zi
− PCPLi

V 2
ref,i

ILi = ICCLi + 2
PCPLi
Vref,i

. (2)
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Fig. 1: This figure depicts the system diagram of the DCmG equipped with the proposed CMTD. Here the real-time communication link is to enable the
collaborative distributed control among DERs, while the secured communication link with advanced encryption technologies is to exchange the perturbed
control gains every hour.

According to Fig. 1, after applying the Kirchhoff voltage
and current laws and exploiting the quasi-stationary line (QSL)
approximation (i.e., Lij ≈ 0) [22], the electrical model of DER
i is obtained as



dVi
dt

=
1

Cti
Iti+

∑
j∈N eli

1

CtiRij
(Vj − Vi)+

− 1

Cti
(ILi +

Vi
ZLi

)

dIti
dt

= − 1

Lti
Vi −

Rti
Lti

Iti +
1

Lti
Vti

, (3)

where Iti is the output current from the renewable energy
source (RES), Rti, Lti, and Cti are the converter electrical
parameters (CEPs), and Rij is the resistance of the power line
connecting DERs i and j.

Considering the bounded process noise |ωi(t)| ≤ ω̄i and
the bounded measurement noise |ρi(t)| ≤ ρ̄i, model (3) can
be expressed as the following state-space form:


ẋi(t) = Aiixi(t) + biui(t) +Midi(t)+

+ ξi(t) + ωi(t)

yi(t) = xi(t) + ρi(t)

, (4)

where xi(t) = [Vi(t), Iti(t), vi(t)]
T is the state vector of

DER i, ui(t) = Vti is the primary control input, di(t) =
[ILi, Vref,i +αi(t)]

T is the exogenous input vector, and yi(t)
is the measurement output vector. The last element of the
state vector, i.e., vi(t), signifies the integral of the voltage
tracking error and satisfies v̇i(t) = Vref,i + αi(t) − Vi(t),
with αi(t) being the secondary control input. Moreover, vector
ξi(t) =

∑
j∈N eli

Aijxj(t) accounts for the electrical coupling
with neighboring DERs. Vector bi = [0, 1

Lti
, 0]T and the

matrices involved in (4) are

Aii =


− 1
ZLiCti

−
∑

j∈N eli

1
RijCti

1
Cti

0

− 1
Lti

−RtiLti
0

−1 0 0

 ,
Mi =

 − 1
Cti

0

0 0
0 1

 , Aij =

 1
RijCti

0 0

0 0 0
0 0 0

 . (5)

B. Structure of Primary and Secondary Controllers

To track the reference PCC voltage, each DER i ∈ A is
equipped with a primary controller, which is a typical state-
feedback controller and satisfies

ui(t) = kTi yi(t), (6)

where ki = [k[i1], k[i2], k[i3]]
T denotes the PCG vector re-

quired to be carefully designed. In literature [21]–[24], the
local design of ki to ensure the voltage stability in DCmGs
has been well studied.

To compensate for the power/current sharing error induced
in the primary controller, a consensus-like secondary controller
is employed, i.e.,

α̇i(t) = [0, kI , 0]
∑
j∈N ci

acij(
yci,j(t)

Istj
− yi(t)

Isti
), (7)

where yci,j(t) is the measurement output vector of DER j
communicated to DER i, Isti > 0 and Istj > 0 are the
rated currents corresponding to DERs i and j, respectively,
and kI > 0 is a parameter invariant among all DERs.
The communication network among DERs is denoted by a
weighted undirected graph Gc = {A, Ec}, where set Ec collects
all communication links and the weight of link {i, j} ∈ Gc is
denoted by acij . Moreover, the neighbors set of DER i in Gc
is signified by N c

i .
According to Theorems 1-2 in [25], the primary controllers

(6) and secondary controllers (7) ∀i ∈ A in the DCmG
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can achieve voltage balancing and current sharing, which are
formally defined as follows:

Definition 1 (Voltage Balancing): Voltage balancing is
achieved if 1

N

∑N
i=1 Vi(∞) = Vop, where Vop is the operating

point set by the tertiary control layer.

Definition 2 (Current Sharing): For the DCmG equipped
with the equivalent ZIP loads (2), current sharing is achieved
if Iti(∞)

Isti
=

Itj(∞)
Istj

,∀i, j ∈ A.

if the following two Assumptions are satisfied:

Assumption 1: The DCmG operates in the isolated mode, and
the average of nominal reference PCC voltages is equal to Vop,
i.e., 1

N

∑N
i=1 Vref,i = Vop.

Assumption 2: The weighted undirected graphs Gel and
Gc are both connected, and have the same topology and
branch/link weights.

Remark 1: Assumption 2 requires that DER i ∈ A should
know the resistances of all power lines connecting it to the
electrical neighbors j,∀j ∈ N el

i . Given the QSL approxima-
tion [22], Rij can be estimated through Rij =

|Vj−Vi|
Iij

, where
Vi and the current on power line {i, j}, i.e., Iij , are measured
locally, and Vj is the measurement transmitted from DER j.

C. UIO-based Detector
To protect DCmGs from being affected by cyberattacks, a

bank of UIO-based detectors is employed in each DER to
check the integrity of the communicated data from neigh-
bors [10]. Since only the measurement outputs are interacted
between DERs, the exogenous input and electrical coupling
vectors are lumped as an unknown input vector, denoted by
d̄i(t). Hence, state-space model (4) is transformed to{

ẋi(t) = Akixi(t) +Mid̄i(t) + ωi(t) + bikiρi(t)

yi(t) = xi(t) + ρi(t)
, (8)

where Aki = Aii + biki and Mid̄i(t) = Midi(t) + ξi(t). Ac-

cording to (8), it is verified that matrix
[
sI3 −Aki Mi

I3 03×2

]
has full column rank ∀s ∈ C. Thus, a full order UIO can be
constructed in DER j ∈ N c

i as

UIOj,i

{
żj,i(t) = Fizj,i(t) + K̂iy

c
j,i(t)

x̂j,i(t) = zj,i(t) +Hiy
c
j,i(t)

. (9)

In the absence of system noises and cyberattacks, the
estimated system state x̂j,i(t) will converge asymptotically to
xi(t) regardless of the unknown input vector d̄i(t) [26]. In
UIOj,i, zj,i(t) ∈ R3 is the internal state vector and ycj,i(t)
denotes the output vector that DER j receives from DER i.
The parameters Fi, K̂i, Hi ∈ R3×3 are designed according to

TiMi = 03×2, (10a)

Ti = I3 −Hi, (10b)

K̂i = Ki1 +Ki2, (10c)
Fi = TiAki −Ki1, (10d)
Ki2 = FiHi, (10e)

where Hi satisfies

Hi =

 1 0 0
h12 h22 h32
0 0 1

T

, (11)

h12, h22, h32 are arbitrary scalars, and Ki1 should be appropri-
ately chosen based on (10d) to make the eigenvalues of Fi all
lie in the open left half-plane. Under normal operations, given
(8)-(10), the detection residual vector rj,i(t) = ycj,i(t)−x̂j,i(t)
is obtained as

rj,i(t) = eFit
(
σ2j,i(0) + σ3j,i(t)

)
+ Tiρi(t), (12)

where σ2j,i(0) = xi(0) − x̂j,i(0) + Hiρi(0) and σ3j,i(t) =∫ t
0
e−Fiτ

(
Tiωi(τ) + (Tibiki− K̂i)ρi(τ)

)
dτ . Moreover, as Fi

is Hurwitz stable, there exist positive scalars κ, µ such that
||eFit|| ≤ κe−µt,∀t ≥ 0. Then, the time-varying upper bound
of |rj,i(t)| can be obtained as

|rj,i(t)| ≤ r̄j,i(t) = κe−µt
(
σ̄2j,i(0) + σ̄3j,i(t)

)
+ |Ti|ρ̄i, (13)

where |σ2j,i(0)| ≤ σ̄2j,i(0) =
(
I3 + |Hi|

)
ρ̄i and |σ3j,i(t)| ≤

σ̄3j,i(t) =
∫ t
0
|e−Fiτ |

(
|Ti|ω̄i+ |Tibiki−K̂i|ρ̄i

)
dτ [10]. Once

(13) is violated, it is considered that the integrity of ycj,i(t) is
corrupted and the data will be discarded.

D. Attack Model

In this paper, we consider the deception attacks against the
communication links among DERs, which include FDI and
replay attacks. We note that the malicious intruders inside
DERs are not studied here. To avoid being perceived by
the UIO-based detector, we assume that the attacker has the
following capabilities:
• The attacker can obtain some system parameters like
Aki,Mi, i ∈ A from insiders, who have legal access to
the critical information. But the attacker cannot update the
parameters in real time, as the insiders only leak them at
a specific time to guarantee their hiddenness [27];

• The attacker can eavesdrop the communication data, and
inject appropriate biases into the TCP/IP based commu-
nication links through Man-in-the-Middle attacks [28].

For the communication link {i, j} under FDI attack, the
tempered data received by DER j is expressed as

ycj,i(t) = yi(t) + φj,i(t), (14)

where φj,i(t) is the injected bias vector and for t ≥ Ta satisfies{
φ̇j,i(t) = Akiφj,i(t) +Mid̄

a
ji(t)

φj,i(Ta) = 03
, (15)

with Ta and d̄aji(t) being the activation time of the attack and
the fake unknown input vector, respectively. As shown in [12],
the FDI attack generated with (15), called as the zero trace
stealthy (ZTS) attack, causes zero impact on rj,i(t), indicating
that the ZTS attack is unforeseeable to the UIO-based detector.

The replay attack simply replaces the currently communi-
cated data with the historically recorded data. For the com-
munication link {i, j} under replay attack, the distorted data
received by DER j is obtained as

ycj,i(t) = yi(t− n× Trep),∀t ≥ Ta, (16)
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where the integer n ≥ 1 and n × Trep denotes the time
shift induced by the replay attack. According to [11], (16)
can be particularly stealthy to the UIO-based detector as the
recorded data conforms the physical dynamics of the DCmG.
Compared with the ZTS attack, the replay attack requires no
model knowledge (e.g., the system parameters Aki and Mi)
but the attack impact is more limited. Nevertheless, it is noted
that the threat of the replay attack lies in the ability in covering
the attack impact caused by other destructive attacks like the
general FDI attacks. If the attacker launches the replay and
FDI attacks together, then the system operator, fooled by the
replay attack, would be unaware of the destructive impact
caused by the FDI attacks. Besides, it has been demonstrated
that multiple replay attacks can have similar impact on PCC
voltages as that of FDI attacks [29]. Hence, considerable
attention is also paid to the replay attack in this study.

E. Our Problems of Interest

Since the primary control law of the buck converter is
usually programmable by the host computer, it is feasible to
design a customized control algorithm to proactively perturb
the PCG vector ki, i ∈ A with a fixed interval Tkp, such that
the ZTS and replay attacks can be perceived by the UIO-based
detector. For this purpose, an appropriate perturbation manner
of ki, under which the voltage stability in DCmGs will not
be affected while the detectability of the UIO-based detector
can be significantly enhanced, is needed. Two problems are
therefore formulated as follows: 1) What are the conditions
under which the PCG perturbation will not affect the voltage
stability? 2) Whether can the detectability of the UIO-based
detector be enhanced with the PCG perturbation?

III. VOLTAGE STABILITY ANALYSIS UNDER PCG
PERTURBATION

In this section, we investigate the explicit conditions on the
perturbation magnitude and frequency to ensure the voltage
stability in DCmGs. In the first step, the range of the perturbed
PCG vector (denoted by kpi ) is presented to make the PCC
voltages asymptotically stable. Then, the DCmG under PCG
perturbation is considered as a switched linear system, and
a sufficient condition of the perturbation frequency, which is
characterized by the perturbation interval Tkp, is provided to
make the switched system asymptotically stable.

A. Ranges of the Perturbed PCGs

The local design of PCGs to stabilize the PCC voltages in
DCmGs has received widespread attention. In [22], [23], the
local control design was cast into a linear matrix inequality
problem, whose computation requires to choose appropriate
parameters. More recently, the authors in [21], [24] provided
the explicit inequalities on PCGs to design the local con-
trollers, i.e.,

Lemma 1: For the DCmG with DER dynamics (4), the pri-
mary controllers (6) ∀i ∈ A with perturbed PCG vectors kpi
can achieve asymptotic voltage stability if

kp[i1] < 1

kp[i2] < Rti

0 < kp[i3] <
1

Lti
(kp[i1] − 1)(kp[i2] −Rti)

, (17)

and the CIL and CPL verify

PCPLi <
V 2
ref,i

Zi
. (18)

Proof: The proof can be completed by utilizing the Lyapunov
stability criterion and is referred to Theorem 1 in [21].

To prevent ||kpi || from being too large, we further assume
|kp[i1]| ≤ 1 and |kp[i2]| ≤ Rti and by merging (17) obtain

−1 < kp[i1] < 1

−Rti < kp[i2] < Rti

0 < kp[i3] <
1

Lti
(kp[i1] − 1)(kp[i2] −Rti)

. (19)

Remark 2: Indeed, shrinking the perturbation ranges of PCGs
from (17) to (19), which limits the magnitudes of |kp[i1]|
and |kp[i2]|, will result in some conservativity for the CMTD
strategy. In particular, when detecting a certain deception
attack, a large perturbation magnitude on kp[i3] may be required
to compensate for the shrunk perturbation ranges on kp[i1]
and kp[i2]. Nevertheless, it is verified in Section V that the
conservativity will not significantly degrade the detectability
against deception attacks, i.e., the CMTD strategy with the
perturbed PCGs satisfying (19) can still effectively expose the
deception attacks to the UIO-based detector. Moreover, the
restriction on ||kpi || is useful in preventing the control action
from being aggressive [22], as the pulse-width modulation
(PWM) reference signal of the converter device should be
within [0, 1] to ensure the feasibility.

With kpi satisfying (19), the state-space model of the overall
DCmG dynamics after perturbation, which is denoted by

ẋ(t) = Apx(t) + Md(t) + ω(t), (20)

is asymptotically stable, i.e., matrix Ap is Hurwitz sta-
ble. In (20), x(t) = [xT

1 (t), · · · ,xT
N (t)]T, u(t) =

[u1(t), · · · , uN (t)]T, d(t) = [dT1 (t), · · · ,dTN (t)]T, ω(t) =
[ωT

1 (t), · · · ,ωT
N (t)]T, and

Ap =


Apk1 A12 · · ·A1N

A21 A
p
k2 · · ·A2N

...
...

. . .
...

AN1AN2· · ·ApkN

 ,
where Apki = Aii + bi(k

p
i )T,∀i ∈ A. Moreover, the diagonal

matrix M = diag{M1, · · · ,MN}.
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B. Condition for the Perturbation Interval

The DCmG under PCG perturbation is considered as a
switched linear system, whose individual subsystem is ex-
pressed as (20) and the interval between any two consecutive
switching times is Tkp. It is a fairly well-known fact that when
all subsystems are asymptotically stable, the switched linear
system will be globally and exponentially stable if Tkp is large
enough [30]. In particular, the required lower bound on Tkp
can be explicitly calculated from the parameters of individual
subsystems as in Lemma 2.

Lemma 2: Let the set {Ap, p ∈ P} include all possible
system matrices satisfying (19). Moreover, for any positive
definite matrix Qp, it is always feasible to find a symmetrical
positive definite matrix Rp =

∫∞
0
eτA

T
p Qpe

τApdτ such that
AT
pRp + RpAp + Qp = 0. Thus, once Tkp verifies

Tkp > τp = sup
p∈P
{λmax(Rp)

λmin(Qp)
ln
λmax(Rp)

λmin(Rp)
}, (21)

where the symbols λmin(·) and λmax(·) denote the minimum
and maximum eigenvalues of a matrix, respectively, then the
switched DCmG will be globally and asymptotically stable.

Proof: The proof is referred to Theorem 3.1 in [31].

Based on Lemmas 1-2, we provide the following result to
guarantee the voltage stability under PCG perturbation.

Proposition 1: For the DCmG with ZIP loads satisfying (18),
if the perturbed PCGs and the perturbation interval satisfy (19)
and (21), respectively, then the primary controllers (6) can
achieve asymptotic voltage stability.

Proof: According to Lemma 1, if the ZIP loads satisfy (18)
and the perturbed PCGs satisfy (19), then the DCmG after
any single perturbation is asymptotically stable. Furthermore,
as shown in Lemma 2, when the DCmG is consecutively
perturbed with the fixed interval Tkp satisfying (21), then the
DCmG under the consecutive perturbation is asymptotically
stable. Thus, the statement holds.

IV. DETECTABILITY ENHANCEMENT WITH PCG
PERTURBATION

In this section, we analyze the enhanced detectability of
the UIO-based detector against ZTS and replay attacks under
PCG perturbation. In particular, the sufficient conditions under
which these attacks can be detected are analytically provided.
Since the system parameters from the insiders cannot be
updated in a timely manner, it is possible to invalidate the
leaked Aki by perturbing the PCGs with a short interval
satisfying (21). Specifically, we have

Assumption 3: Perturbing PCGs with the interval satisfying
(21) can make the Aki obtained from insiders outdated.

Besides, the secure communication links1 between DERs
are in presence to transmit kpi to neighboring DERs ∀j ∈

1The transmitted data may be secured by employing the advanced encryp-
tion/decryption technology, whose keys are dynamically altered to protect the
encrypted data from being understood by the attacker [32].

N c
i . Here we note that kpi cannot be identified by the attacker

based on the information obtained from the unencrypted links,
as only the output information of the DER dynamics (8) is
transmitted. With the received kpi , UIOj,i (9) is updated as

UIOp
j,i

{
żpj,i(t) = F pi z

p
j,i(t) + K̂p

i y
c
j,i(t)

x̂pj,i(t) = zpj,i(t) +Hp
i y

c
j,i(t)

, (22)

where F pi , K̂
p
i , and Hp

i are the updated UIO parameters, and
zpj,i(t) and x̂pj,i(t) are the corresponding internal state and
estimated state vectors, respectively.

A. ZTS Attack

In this subsection, we theoretically analyze the increment
of the residual vector against the ZTS attack (15) under PCG
perturbation, which is denoted by ∆rztsj,i (t).

Proposition 2: Under Assumption 3, for the updated UIOpj,i
encountering the ZTS attack (15), ∆rztsj,i (t), t ≥ Ta can be
analytically calculated as

∆rztsj,i (t) =

∫ t

Ta

eF
p
i (t−τ)T pi (Aki −Apki)φj,i(τ)dτ. (23)

where T pi = I3−Hp
i and φj,i(t) =

∫ t
Ta
eAki(t−ζ)Mid̄

a
ji(ζ)dζ.

Proof: Let rpaj,i(t) and raj,i(t) denote the alterations of the
residual vector caused by the ZTS attack with and without
PCG perturbation, respectively, and then we have

∆rztsj,i (t) = rpaj,i(t)− r
a
j,i(t). (24)

Based on the DER dynamics (8), the UIOpj,i (22), and the
ZTS attack (15), we can derive that, for t ≥ Ta,

ṙpaj,i(t) = F pi r
pa
j,i(t) + T pi (Aki −Apki)φj,i(t).

Since rpaj,i(Ta) = 03, the rpaj,i(t) for t ≥ Ta is determined by
the term T pi (Aki −Apki)φj,i(t) and follows

rpaj,i(t) =

∫ t

Ta

eF
p
i (t−τ)T pi (Aki −Apki)φj,i(τ)dτ. (25)

Similarly, according to (8), (9), and (15), we derive ṙaj,i(t) =
Fir

a
j,i(t), t ≥ Ta. With raj,i(Ta) = 03, we further obtain

raj,i(t) = 03. (26)

Thus, the result (23) holds directly by substituting (25) and
(26) into (24).

Remark 3: According to (23), |∆rztsj,i (t)| is jointly deter-
mined by the perturbation related term |T pi (Aki − Apki)| and
the attack vector associated term |Mid̄

a
ji(t)|, whose growth

both promotes the growth of the detection residual vector, i.e.,
the ZTS attack is more likely to be detected. Two insights are
received from the result. The first one is intuitive, that is, the
perturbation can result in nontrivial steady-state residual vector
against the ZTS attack. In particular, the larger perturbation
|T pi (Aki − Apki)| is able to expose the ZTS attack generated
with the smaller |d̄aji(t)|. Secondly, the nontrivial residual
vector is difficult to be eliminated if the attacker has no
knowledge of T pi and Apki in advance. To demonstrate the
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second insight, we show the special case of (23) with constant
d̄aji as follows

∆rztsj,i (t) =

∫ t

Ta

eF
p
i (t−τ)T pi (Aki −Apki)A

−1
ki ×

× (I3 − eAki(τ−Ta))Mid̄
a
jidτ.

The necessary condition for ∆rztsj,i (∞) = 03 is T pi (Aki −
Apki)A

−1
ki Mid̄

a
ji = 03, which is difficult to be fulfilled ac-

cording to equations (5), (10b), and (11) if Apki and T pi are
unknown to the attacker.

B. Replay Attack

In this subsection, we theoretically investigate the improved
residual vector against the replay attack (16) under PCG
perturbation, which is represented by ∆rrepj,i (t).

Proposition 3: Under Assumption 3, for the updated UIOpj,i
suffering from the replay attack (16), whose replayed data is
consistent with Aki, ∆rrepj,i (t) can be explicitly calculated as

∆rrepj,i (t) = eF
p
i (t−Ta)εpj,i(Ta)− eFi(t−Ta)εj,i(Ta)︸ ︷︷ ︸

∆ε
j,i(t)

+

+ (eF
p
i (t−Ta)Hp

i − e
Fi(t−Ta)Hi)ρi(t− Trep)︸ ︷︷ ︸
∆ρ1
j,i(t)

+

+

∫ t

Ta

eF
p
i (t−τ)T pi (Aki −Apki)xi(τ − Trep)dτ︸ ︷︷ ︸

∆x
j,i(t)

+

+

∫ t

Ta

(eF
p
i (t−τ)Spi − e

Fi(t−τ)Si)ρi(τ − Trep)dτ︸ ︷︷ ︸
∆ρ2
j,i(t)

+

+

∫ t

Ta

(eF
p
i (t−τ)T pi − e

Fi(t−τ)Ti)ωi(τ − Trep)dτ︸ ︷︷ ︸
∆ω
j,i(t)

+

+ (Hi −Hp
i )ρi(t− Trep)︸ ︷︷ ︸
∆ρ3
j,i(t)

(27)

for t ∈ [Ta, Ta +Trep], where εpj,i(t) = xi(t−Trep)− x̂pj,i(t)
and εj,i(t) = xi(t − Trep) − x̂j,i(t) denote the vectors of
the state estimation error with and without PCG perturbation,
respectively, Spi = T pi biki − K̂

p
i , and Si = Tibiki − K̂i.

Proof: With some abuse of notations, let rpj,i(t) = εpj,i(t) +
ρi(t−Trep) and rj,i(t) = εj,i(t)+ρi(t−Trep) be the residual
vectors under the replay attack (16) with and without PCG
perturbation, respectively. According to the DER dynamics
(8), the update UIOpj,i (22), and the replay attack (16), the
dynamics of εpj,i(t) obey

ε̇pj,i(t) = F pi ε
p
j,i(t) + T pi (Aki −Apki)xi(t− Trep)+
−Hp

i ρ̇i(t− Trep) + T pi ωi(t− Trep)+
+(Spi + F pi H

p
i )ρi(t− Trep)

for t ∈ [Ta, Ta + Trep]. By direct calculation, we obtain

εpj,i(t) = eF
p
i (t−Ta)

[
εpj,i(Ta) +Hp

i ρi(t− Trep)
]
+

+

∫ t

Ta

eF
p
i (t−τ)T pi (Aki −Apki)xi(τ − Trep)dτ+

+

∫ t

Ta

eF
p
i (t−τ)Spi ρi(τ − Trep)dτ+

+

∫ t

Ta

eF
p
i (t−τ)T pi ωi(τ − Trep)dτ+

−Hp
i ρi(t− Trep) (28)

Without PCG perturbation, the estimation error vector can
be calculated in a similar manner as

εj,i(t) = eFi(t−Ta)
[
εj,i(Ta) +Hiρi(t− Trep)

]
+

+

∫ t

Ta

eFi(t−τ)Siρi(τ − Trep)dτ+

+

∫ t

Ta

eFi(t−τ)Tiωi(τ − Trep)dτ+

−Hiρi(t− Trep). (29)

The statement follows after substituting (28) and (29) into
∆rrepj,i (t) = εpj,i(t)− εj,i(t).

Remark 4: According to (27), the improved residual vector
is dominated by the term ∆x

j,i. The term ∆ε
j,i decays ex-

ponentially to zeros with the growth of t, and the terms
∆ρ1
j,i,∆

ρ2
j,i,∆

ρ3
j,i,∆

ω
j,i merely have negligible impact due to

the bounded noises. As indicated by the expression of ∆x
j,i,

the PCG perturbation can also cause nontrivial steady-state
residual vector against the replay attack. Specifically, with
nontrivial xi(τ − Trep), the larger |T pi (Aki − Apki)| can
significantly contribute to the growth of |∆x

j,i|, such that the
replay attack is more likely to be detected.

Based on Propositions 2-3, we can obtain the sufficient
conditions for the detection of deception attacks in DCmGs.

Theorem 1: Under Assumption 3, the ZTS attack (15) can be
detected if

|∆rztsj,i (t)| > 2|r̄j,i(t)|, (30)

and the replay attack (16) will be perceived once

|∆rrepj,i (t)| > 2|r̄j,i(t)|. (31)

Proof: For clarity, let r̃ztsj,i (t) and r̃repj,i (t) represent the resid-
ual vectors against the ZTS attack (15) and the replay attack
(16) without PCG perturbation, respectively, and then the ones
with PCG perturbation can be obtained as

rztsj,i (t) = r̃ztsj,i (t) + ∆rztsj,i (t),

rrepj,i (t) = r̃repj,i (t) + ∆rrepj,i (t).

When (30) and (31) hold, the following inequalities establish
immediately:

|rztsj,i (t)| ≥ |∆rztsj,i (t)| − |r̃ztsj,i (t)| > |r̄j,i(t)|,
|rrepj,i (t)| ≥ |∆rrepj,i (t)| − |r̃repj,i (t)| > |r̄j,i(t)|,
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indicating that the ZTS and replay attacks will be detected.
The proof is completed.

Remark 5: Indeed, either (30) or (31) requires the improve-
ment of the residual to be larger than twice the detection
bound, which is a relatively loose sufficient condition for
attack detection. Some attacks that do not satisfy the condition
can still trigger the attack alarm. Nevertheless, the condition
can work effectively in determining the detectability of the
UIO-based detector against a type of specific attacks. More-
over, since the bounds of noises are usually small, the detection
bound will not be too large. According to Fig. 6, the residuals
under attacks can be far larger than twice the detection bounds.

Algorithm 1 The Implementation of CMTD in DER j ∈ A
Input: The received kpi ,∀i ∈ N c

j from neighbors; The
minimal Tkp satisfying (21)

1: Update the UIO-based detectors with received kpi ;
2: Send the current kpj to neighbors;
3: Record current time as t0;
Output: The detection of deception attacks
4: if t− t0 < Tkp then
5: Calculate the residual vectors rj,i(t),∀i ∈ N c

j ;
6: if (13) is violated then
7: Isolate the corresponding link (i, j);
8: else
9: Return to step 4;

10: end if
11: else
12: Update kpj with elements randomly chosen from (19);
13: end if

Remark 6: The plug-in/out of DERs is frequent in DCmGs
and can happen at any time regardless of the PCG perturbation.
If the DER is plugged into the DCmG, then the first PCG
perturbation can only be activated when the perturbed PCGs
are received from the neighbors rather than based on the local
time, as the DER does not know the time when the last PCG
perturbation happened. For the DER plugged out from the
DCmG, the PCG perturbation should be stopped to avoid the
unnecessary performance degradation.

Remark 7: In this work, we merely consider the isolated
DCmG that operates in the independent mode. As the other
operating mode, when the DCmG is in the grid-supportive
mode, there must exist DC-AC voltage source inverters (VSIs)
to be connected to the main grid and to supply possible AC
loads. Besides, there may exist AC-DC voltage source convert-
ers (VSCs) to integrate wind turbine generators. Generally, the
control structures and algorithms involved in VSIs and VSCs
are much more complex than those in DC-DC buck converters
[33]. Thus, further efforts are required to investigate the impact
of PCG perturbation on voltage stability when considering the
general DCmGs equipped with VSIs and VSCs.

Remark 8: The proposed CMTD is dedicated to the detection
of possible deception attacks against communication links

between DERs. However, as the integration of the information
communications technology inside the DER, like transmitting
the measurements generated by the analog-to-digital (ADC)
converters to the controller, the threat of the deception attacks
inside DERs is becoming severe. Moreover, the coordinated
deception attack, which corrupts the local measurements to
deteriorate the status of one specific DER and compromises
the communicated measurements to hide the bad status, can
easily cause converter outages and is extremely harmful. To
defend against the mentioned general deception attacks, it is
necessary to integrate the physical invariant information into
the defense strategy, which is left as our future work.

V. SIMULATION AND EXPERIMENT RESULTS

In this section, we test the impact of PCGs, CEPs, and the
network topology on the perturbation interval, and validate the
effectiveness of the proposed CMTD against ZTS and replay
attacks through Matlab Simulink/PLECS based simulations
and Typhoon HIL 602+ based experiments. In particular,
we consider 4 representative DCmGs with commonly used
network topologies as shown in Fig. 2, i.e., the 4-DER DCmG
with a ring topology [7], [21], [34], the 6-DER DCmG with
a radial topology [35], [36], the 6-DER DCmG with a mesh
topology [22], and the 16-DER DCmG with a mesh topology
[37], where the CEPs shown in TABLE I are chosen according
to [38]–[40]. The resistances of power lines between DERs
are Rij = 0.2Ω,∀{i, j} ∈ Eel. Moreover, the PCG vectors
without perturbation are ki = [0.85, 0.01, 2]T,∀i ∈ A, and the
secondary control parameter is kI = 0.4. The bounds for the
noises are ω̄i = ρ̄i = 0.1 × [1, 1, 1]T,∀i ∈ A. The nominal
reference PCC voltages are Vref,i = 48V,∀i ∈ A, and the
equivalent impedance loads are ZLi = 200Ω,∀i ∈ A.

Fig. 2: This figure shows the network topologies of 4 repre-
sentative DCmGs.

TABLE I: CEPs of DER i

Parameter Symbol Value

Output capacitance Cti 2.2mF
Inductance Lti 1.8mH

Inductor + switch loss resistance Rti 0.2Ω
Switching frequency fsw 10kHz
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A. Perturbation Interval

Although it is difficult to derive an analytical lower bound
of Tkp for DCmGs with general PCGs, CEPs, and network
topologies based on (21), it indeed provides the capability of
evaluating the lower bound of Tkp for a deterministic DCmG.
In the sequel, based on the 4 representative DCmGs shown
in Fig. 2 with the typical CEPs provided in TABLE I, we
conduct numerical simulations to show the value τp, which
determines the lower bound of Tkp, under different settings of
PCGs, CEPs, and network topologies.

1) Case 1: The first case illustrates the relationships be-
tween τp and kpi , and τp and the network topology of Gel.
For convenience, the ranges of kp[il],∀l ∈ {1, 2, 3} defined by
(19) are normalized to the range (0, 1), after which the vector
space of kpi is a cube. Then, the cube is evenly sampled and
15 × 15 × 15 discrete points are obtained. Specifically, for
DER i ∈ A with the discrete point defined by the ternary set
{kp[i1,x], k

p
[i2,y], k

p
[i3,z]}, the actual PCG vector is calculated as

kpi =
[
− 1 + 2kp[i1,x],−Rti + 2Rtik

p
[i2,y], k

p
[i3,z]

1
Lti

(kp[i1,x] −
1)(kp[i2,y] − Rti)

]T
. The value of τp is calculated assuming

that the PCGs of DERs in the DCmG share the values derived
from the discrete point.

According to Fig. 3, in general, the increases of kp[i1,x]
and kp[i2,y] both have negative impact on τp, while kp[i3,z] is
positively related to τp. The is because that the large propor-
tional PCGs kp[i1,x] and kp[i2,y] both contribute to speeding up
the asymptotic convergence rate of (20), and thus only short
time (i.e., the small τp) is required to stabilize the individual
subsystem. Differently, the large integral PCG kp[i3,z] may
oscillate the system, under which (20) needs more time to
converge (i.e., the large τp). In addition, the network topology
of Gel with more branches, i.e., the stronger physical couplings
among DERs, can slightly enlarge τp.

2) Case 2: The second case shows the relationships be-
tween τp and CEPs, and τp and the network topology of
Gel. The CEPs of DERs ∀i ∈ A satisfying (32) are con-
sidered, which are chosen around the typical ones in [38]–
[40]. Similar as in case 1, the vector space [Rti, Lti, Cti]

T

satisfying (32) is firstly normalized to a cube, and then
15× 15× 15 discrete points are obtained by evenly sampling
over the cube, where each point is denoted by the ternary set
{Rti,x, Lti,y, Cti,z}. The value of τp is calculated assuming
that the DERs in the DCmG share the CEPs described by
the discrete point, and kpi ,∀i ∈ A are randomly chosen as
[ 12 ,

0.1+0.9Rti,x
2 ,

0.1+0.9Rti,x
(4+36Lti,y)e-3 ]T.

According to Fig. 4, the increases of resistive CEP Rti,x
and capacitive CEP Cti,z both have positive impact on τp,
and the inductive CEP Lti,y is negatively related to τp. The
phenomenon can be explained by the damping factor ζti =
Rti
2

√
Cti
Lti

, which determines the type of transient that the RLC
circuit will exhibit [41]. That is, the larger ζti, which can be
caused by the increases of Rti,x and Cti,z or the decrease of
Lti,y , demands longer time (i.e., the larger τp) to converge.
Besides, the results also imply that the impact of the network

topology of Gel on τp is neglectable.
0.1Ω < Rti < 1Ω

1mH < Lti < 10mH
1mF < Cti < 10mF

. (32)

In summary, given the analysis above, we obtain that the
PCGs and CEPs both significantly affect τp with physically
interpretable manners, while the network topology of Gel with
more branches can slightly enlarge τp. Moreover, from the
results, we have the following condition for Tkp. Considering
the 4 representative DCmGs shown in Fig. 2 with the PCGs
and CEPs satisfying (19) and (32), respectively,

Tkp ≥ 3000s ≥ 50min (33)

is sufficient to make the DCmG under PCG perturbation
asymptotically stable. Although the maximum τp can be 3000
when Rti,x → 1, Cti,z → 1, and Lti,y → 0, we note that
it is merely an upper bound and is impossible in practice.
For example, when the CEPs are set according to TABLE I,
|k[i1,x]| > 0.8, and |k[i2,y]| > 0.8Rti, the value of τp will not
exceed 1000.

B. Simulation Results for the Effectiveness of CMTD

In Matlab Simulink/PLECS, we establish the 16-DER
DCmG with a mesh topology as shown in Fig. 2. The evolution
of the DCmG is divided into several stages: At t = Tpri = 0s,
the power lines among DERs are interconnected and the pri-
mary controllers are started; At t = Tsec = 20s, the secondary
controllers are activated. The continuous variables like Vi and
Iti are sampled with the fixed period Tsamp = 0.05s and are
fed into the discrete UIO-based detectors. At t = Tswi = 45s,
all current loads are increased by 20%; At t = Tatt = 55s,
the ZTS attack against communication link {1, 2} ∈ Ec or
the replay attack against communication links {1, 2} and
{1, 3} ∈ Ec is launched. Specifically, the fake unknown input
is d̄a21 = [0.2, 0.2]T and the period of the recorded data is
(25s, 35s). Here the switch of current loads is included to
simulate the daily operation of real-world DCmGs. Moreover,
the PCG perturbation is introduced at t = Tper = 35s, and the
perturbed PCG vector is kpi = [0.8670,−0.19, 2.2]T.

1) ZTS Attack: The results under the ZTS attack are shown
in (a) of Fig. 5. In the absence of PCG perturbation, voltage
balancing and current sharing can be achieved before Tatt,
while the activation of the ZTS attack will make the PCC
voltages grow like ramp signals and destroy current sharing.
Moreover, the ZTS attack will not alter the detection residuals
and thus is unforeseeable to the UIO-based detector. In the
presence of PCG perturbation, nontrivial instantaneous fluctu-
ations emerge on the PCC voltages and output currents, but
voltage balancing and current sharing can be finally achieved
after the perturbation. Besides, the detection residuals increase
significantly and exceed the detection bounds at t = 56.2s,
after which the attacked link {1, 2} is isolated and voltage
balancing and current sharing are recovered.
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Fig. 3: This figure visualizes the variation of τp under different settings of PCGs and network topologies.

Fig. 4: This figure visualizes the variation of τp under different settings of CEPs and network topologies.

2) Replay Attack: The results under the replay attack are
demonstrated in (b) of Fig. 5. In the absence of PCG pertur-
bation, the replay attack will make the PCC voltages decrease
constantly and enlarge the current sharing error, which are
comparable to those caused by the ZTS attack. While the UIO-
based detector is totally unconscious about the existence of the
replay attack. In the presence of PCG perturbation, the detec-
tion residuals are disturbed with instantaneous fluctuations but
are still within the detection bounds. In addition, the detection
residuals under the replay attack increase instantaneously and
exceed the detection bounds at t = 55.03s, after which the
abnormal links {1, 2} and {1, 3} are isolated and voltage
balancing and current sharing are reestablished.

C. Experiment Results for the Effectiveness of CMTD
Based on the Typhoon HIL 602+ emulator, which is spe-

cialized in the ultra-low-latency, ultra-high-fidelity, real-time
emulation of power electronics enabled microgrids [37], [42],
[43], we establish the 6-DER DCmG with a radial topology as
shown in Fig. 2. The implementation overview of the DCmG
testbed is illustrated in Fig. 7. In particular, the SCADA
center runs a dedicated software for the Typhoon emulator,
and can edit the model schematic and monitor the real-time
operating status. The Raspberry PI based data transmission
unit implements the self-loop TCP/IP Modbus communication
link to emulate the communication network in the DCmG.
Specifically, in each conservation, the Raspberry PI (Modbus
client) receives the packet containing the states of all DERs
from the Typhoon HIL emulator (Modbus server), and then

writes the received states into the holding registers in the
Typhoon HIL emulator. Since only one communication link
is established between the server and client, the process
of writing multiple registers simultaneously would be time-
consuming. In the experiments, the average time of each
conversation is calculated as 0.34s, under which the discrete
state-space model of DER dynamics and the discrete UIO-
based detector are obtained. Moreover, the PCC voltages and
output currents are acquired from the SCADA center with the
sampling rate of 10kHz. Here the evolution of the 6-DER
DCmG and the perturbed PCGs are the same as those of
the 16-DER DCmG. The ZTS attack is launched against link
{1, 2} ∈ Ec and the replay attack is launched against links
{1, 2} and {1, 4} ∈ Ec.

1) ZTS Attack: The results under the ZTS attack are shown
in (a) of Fig. 6, which match the simulation results. But the
oscillations on PCC voltages, output currents, and residuals are
much heavier due to the non-ideal buck converters. Without
PCG perturbation, the ZTS attack can cause large deviations
on the system states without being perceived. With PCG
perturbation, the ZTS attack will be exposed to the UIO-based
detector at t = 55.85s, after which the received abnormal
packets are discarded and the attack impact is limited. How-
ever, the recovery of voltage balancing and current sharing
cannot be guaranteed as the isolated communication link
disconnects the graph Gc.

2) Replay Attack: The results under the replay attack are
shown in (b) of Fig. 6. Without PCG perturbation, the UIO-
based detection cannot detect the replay attack while the
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Fig. 5: This figure shows the simulation results on validating the effectiveness of CMTD. In particular, the left sub-figure
depicts the results against the ZTS attack, while the right one illustrates the results against the replay attack.

Fig. 6: This figure shows the experiment results on validating the effectiveness of CMTD. In particular, the left sub-figure
depicts the results against the ZTS attack, while the right one illustrates the results against the replay attack.

Fig. 7: Implementation overview of the DCmG testbed.

system states deviate a lot from the desired ones. With PCG
perturbation, the UIO-based detector can detect the replay
attack at almost the time when the attack is launched. Thus,
after discarding the corrupted packets, the PCC voltages and
output currents are nearly invariant even under the attack.

Remark 9: In subsections V-B and V-C, the perturbed PCG
vector kpi is chosen by comprehensively considering the fol-
lowing two aspects: 1) The increments of detection residuals
under PCG perturbation should be as large as possible; 2)
The instantaneous fluctuations caused by the PCG perturba-
tion on PCC voltages and output currents, which may cause
unexpected alterations on detection residuals and result in the
false alarm, should be acceptable. The first objective can be
satisfied referring to (23) and (27), while the second objective
is fulfilled through trial and error. In particular, we observe
that the opposite changes of kp[i1] and kp[i2] usually lead to
small fluctuations on system states, and the large alteration on
kp[i3] can significantly improve the detection residuals against
deception attacks. Nevertheless, we note that an analytical
design method for kpi is indispensable for the implementation
of CMTD in real-world DCmGs, which still requires further
efforts and is left for our future work.
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VI. CONCLUSION AND FUTURE WORKS

In this paper, we proposed a novel CMTD strategy against
deceptive FDI and replay attacks in the context of DCmGs.
Through theoretical and numerical analysis, we verified that
perturbing the PCGs of converter devices with appropriate
magnitudes and frequency can remarkably enhance the de-
tectability of the UIO-based detector against deception attacks
without destroying the voltage stability in DCmGs. Moreover,
extensive Matlab Simulink/PLECS simulation and systematic
Typhoon HIL emulator based experiment results were pre-
sented to validate the effectiveness of CMTD. In our future
work, we will implement CMTD in a laboratory-level 4-node
DCmG testbed equipped with real-world converter devices,
and investigate an appropriate recovery scheme to avoid the
isolation of abnormal communication links.
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