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Abstract— The Microgrid is one of the most cost-effective
solutions for integrating Distributed Energy Resources (DERs)
into distribution systems. The hierarchical control framework,
which typically includes primary, secondary and tertiary con-
trol layers, is adopted in the Microgrid to meet the control
requirements of different spatial and time scales. Given the
growing concern on the centralized control framework’s scala-
bility and robustness, the distributed control framework has
become an indispensable development trend. In this paper,
we propose a Multi-Agent System (MAS) based hierarchical
control framework for Microgrids, where each agent consists of
a series of DERs (i.e., distributed generations, storage units and
loads). In the proposed framework, each agent has its specific
task for regulating the local output voltage, and will collaborate
with neighbors to achieve the overall objective of Microgrids in
a totally distributed manner. Through extensive simulations and
experiments, it is demonstrated that the proposed framework
possesses high robustness to link failures and good scalability.

I. INTRODUCTION

It is well recognized that installing distributed energy
resources (DERs) at the distribution system level will be-
come a general trend due to its technical and economical
feasibility and sustainable development potential [1]. High
penetrations of DERs such as solar photovoltaics (PVs), fuel
cells and microturbines have transformed the regulated power
generations into restructured entities [2]. The Microgrid has
appeared as one of the most promising solutions to integrate
DERs into distribution systems, with which the power system
could operate in a more stable, efficient and economic
manner. The concept of Microgrid is formally defined as the
composition of distributed generations together with storage
devices (flywheels, energy capacitors or batteries) and flexi-
ble loads in the distribution system [3]. The Microgrid will
operate in a non-autonomous way, if interconnected to the
grid, or in an autonomous way, if disconnected from the main
grid. It is expected that components in the Microgrid should
work in a collaborative manner to provide distinct benefits
to the overall system performance, like improving the power
quality or reducing the transmission losses [4].
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To meet the control requirements of different spatial and
time scales (such as the interoperability of DERs), the
hierarchical control framework, which typically includes the
primary, secondary and tertiary control layers, is adopted
in the Microgrid [5]. Specifically, the primary control layer
maintains the voltage and frequency stability of the Mi-
crogrid subsequent to the islanding process; the secondary
control layer compensates for the voltage and frequency de-
viations induced in the primary control layer; and the tertiary
control layer manages the power flow between the Microgrid
and the main grid in order to facilitate an economically
optimal operation [6].

Traditional distribution systems employ the centralized
supervisory control and data acquisition (SCADA) system
to monitor, protect and control equipments with the help of
advanced information communication technologies. Never-
theless, the centralized SCADA system may be inadequate in
integrating large amount of DERs into the future distribution
system due to its shortcomings in scalability and flexibility
[7]. Given that each DER is typically equipped with the
intelligent power electronic device (converter/inverter) and
communication interfaces, it is favorable to leverage these
DERs’ local resources to perform computing tasks such that
the need for a control center can be eliminated [8]. The
methodology of Multi-Agent System (MAS) has been widely
recognized as a feasible and efficient approach for managing
complex DERs in a distributed fashion. Compared with
the traditional centralized approaches, the MAS approach
has countless advantages like the increased scalability and
robustness, the reduced need for large data manipulation, and
etc [9].

Numerous research works have been devoted to applying
the MAS approach into the Microgrid ranging from the
secondary control layer to the tertiary control layer. In the
secondary control layer, based on the distributed cooperative
control of MASs, Bidram et al. propose a secondary voltage
and frequency control scheme for Microgrids [10]; Further,
consider the nature of uncertainty and intermittency in the
DERs, Zhou et al. propose an agent-based secondary H∞
consensus approach with an event-triggered communication
scheme for Micorgrids [11]. As for the tertiary control
layer, Hu et al. apply the multi-agent technology into the
electric power distribution system congestion management
considering the integration of electric vehicles [12]; From
the perspective of cyber security, Duan et al. propose a re-
silient agent-based DC optimal Power Flow (OPF) algorithm
against data integrity attacks [13], and Cheng et al. propose a



resilient collaborative agent-based AC OPF algorithm against
false data injection attacks [14]. Moreover, Duan et al.
consider the impact of packet losses and propose a robust
agent-based distributed energy management algorithm for
Microgrids [15].

However, existing literatures focus on either the secondary
control layer or the tertiary control layer when utilizing
the MAS technology, while the framework accommodating
the three control layers has not been well investigated yet.
Towards this end, we propose an MAS-based hierarchical
control framework for Microgrids, where each agent has
its specific task and collaborates with neighbors to achieve
the overall objective in a totally distributed manner. More-
over, extensive simulations and experiments are conducted
to demonstrate that the proposed framework possesses the
following two advantages compared with the traditional
centralized control framework: 1) High robustness to link
failures: The Microgrid can still achieve voltage balancing
and current sharing even under link failures as long as the
communication network is connected; 2) Good scalability:
The total computation time before convergence grows lin-
early as the number of agents grows. Hence, it is positive
to expect the proposed framework could be promisingly
adopted in the future distribution system with the high
penetration of distributed energy resources and the rapid
development of information communication technologies.

The remainder of this paper is organized as follows. In
Section II, we introduce the concept of MAS. In Section III,
we present the MAS-based hierarchical control framework
for Microgrids. We show the simulation and experiment
results in Section IV, and Section V concludes this paper.

II. THE CONCEPT OF MAS

In this section, we introduce the concept of MAS, which
is formally defined by the IEEE Power Engineering MAS
working group [16]. The basic component of MAS, i.e.,
the agent, is merely a software (or hardware) entity that is
suited in some environment and is able to autonomously react
to changes in that environments. Here, the environment is
everything outside the agent, and the property of autonomy
means that the agent is able to schedule its actions based on
observations from environment. In addition to the property
of autonomy, the agent possessing the property of flexible
autonomy is called the intelligent agent. In particular, the
intelligent agent has the following three characteristics:

• Reactivity: an intelligent agent is able to react to
changes in its environment in a timely fashion, and
takes actions based on those changes and the designed
functions.

• Pro-activeness: intelligent agents exhibit goal-directed
behavior. Goal-directed behavior connotes that an agent
will dynamically change its behavior in order to achieve
its goals.

• Social ability: intelligent agents are able to interact with
other intelligent agents. Social ability connotes more
than the simple passing of data between different soft-

ware and hardware entities, something many traditional
systems do.

The MAS is simply a networked system comprising two
or more agents or intelligent agents. Let graph G = {A, E}
denote the coupling network among agents, where A =
{1, · · · , N} is the set of agents and E = {1, · · · , L} is the
set of coupling links/lines. Each l = {i, j} ∈ E connects
agents i and j. Moreover, the set of agents coupled with
agent i is denoted by Ni.

III. MAS-BASED HIERARCHICAL CONTROL
FRAMEWORK FOR MICROGRIDS

In this section, we model the Microgrid with the technol-
ogy of MAS, and introduce the hierarchical control frame-
work inside each agent. The agent is composed of a series
of DERs including distributed generations, storage units and
loads as shown in Fig. 1. The coupling networks among
agents include the communication network Gc = {A, Ec}
and the electrical network Gel = {A, Eel}, where Ec and Eel
denote the sets of communication links and electrical lines,
respectively.

Fig. 1. This diagram depicts the MAS-based Microgrid, where each agent
constitutes of a series of DERs including distributed generations, storage
units and loads.

As shown in Fig. 2, each agent shares the secondary
and tertiary control related information xsi ,x

t
i,∀i ∈ N c

i

with neighbors through communication links, and employs a
local hierarchical control framework to complete its specific
task, under which the overall objective of the Microgrid
can be achieved. In particular, each layer has the duty of
a command level and provides supervisory control over
lower-layer systems [6]. In this regard, the command and
reference signals from one layer to the lower layers should
induce low impact in the stability and robustness perfor-
mance, and thus the bandwidth will be decreased with an
increase in the control layer. To simplify the design of
control algorithms/parameters in each layer, it is feasible
to consider that the command and reference signals from
upper layers are constant and hence the system dynamics
of each layer can be decoupled from other layers. In the
context of Microgrids, each agent can react autonomously
to environment changes (e.g., load variations and plugging-
in/out of DERs) to maintain the voltage and frequency,
and each agent has its specific task and collaborates with
neighbors to achieve the overall objective, indicating that the
intelligence (i.e., reactivity, pro-activeness and social ability)
of agents is well reflected. Next, we will elaborate the detail
of each control layer.



Fig. 2. This diagram depicts the MAS-based hierarchical control framework
for Microgrids.

A. MAS-based Primary Control Layer
The primary control layer is to stabilize the voltage and

frequency, to offer plug-and-play capability for DERs and
properly share the loads among them, preferably, without
communication links [17]. In terms of the control function-
ality, the primary control layer adjusts the amplitude and
frequency of voltage reference applied to the inner current
and voltage control loops. The main idea behind this control
layer is to mimic the dynamics of a synchronous generator,
which pulls down the frequency when the active power
increases [18]. In AC Microgrids, the operation principle can
be illustrated through the typical P/Q droop method:

ω = ω∗ −DP (P − P ∗) (1)
E = E∗ −DQ(Q−Q∗), (2)

where ω,E denote the frequency and amplitude of the output
voltage reference and ω∗, E∗ are their references, DP , DQ

are droop constants, P,Q are the output active and reactive
power, and P ∗, Q∗ are their references. In DC Microgrids,
the voltage versus current droop is

V = V ∗ −DV (I − I∗), (3)

where V denotes the output voltage reference and V ∗ is its
reference, DV is the droop constant, and I is the output
current reference and I∗ is its reference. It follows from (1)-
(3) that each agent is able to implement the primary control
layer utilizing merely the local measurements. Hence, within
the primary control layer, the dynamics of agent i ∈ A are

upi (k + 1) = fpi (x
p
i (k),u

s
i ,u

t
i), (4)

where upi (k) denotes the reference voltage applied to inner
loops inside the inverter, usi and uti signify the constant
commands and reference signals from secondary and tertiary
control layers. In most cases, usi and uti will regulate the
references values like ω∗, E∗, and V ∗ to provide supervisory
control over the primary control layer.

B. MAS-based Secondary Control Layer
With the help of the communication network, the sec-

ondary control layer is able to compensate the voltage and
frequency deviations induced in the primary control layer.
According to [10], [19], each agent employs a consensus-
like algorithm for the production of compensation signals:

usi (k + 1) =
∑
j∈Nc

i

wij(x
s
i (k)− xsj(k)) + gi(x

s
i (k)− uti), (5)

where xsi (k) denote agent i’s secondary control related vari-
ables (e.g., voltage, frequency, and active/reactive power.),
wij is the weight of (i, j) ∈ Ec and gi is the weight
of the local regulation error. In mathematics, equation (5)
aims to synchronize xsi ,∀i ∈ A to the state determined by

uti,∀i ∈ A, which in the Microgrid can be interpreted as to
regulate the output voltage to the reference optimized by the
tertiary control layer or to evenly share the active/reactive
power among agents.

C. MAS-based Tertiary Control Layer
In the tertiary control layer, all agents work collaboratively

to solve the AC OPF problem in a distributed manner. The
AC OPF problem can be mathematically formulated as

min
xt

J(xt) (6)

s.t.h(xt) = 0, g(xt) ≤ 0,

where the objective function is to minimize the total gen-
eration costs, h(xt) = 0 denotes the equality constraints
covering the power flow at each power line and power
injection at each agent, and g(xt) ≤ 0 signifies the inequal-
ity constraints composed by generators’ operational limits
and branches’ operational limits. The tertiary control related
variable xt includes agents’ output active/reactive power
references, output voltage references, and etc. After applying
certain convex relaxations to constraints h(x) and g(x),
the feasible set of (6) can be affine [20]. Hence, with the
quadratic function J(x), the OPF problem can be solved
by utilizing the dual decomposition concept together with
the primal-dual subgradient (PDS) approach. Specifically,
we can construct the following Lagrangian function through
multipliers and penalty terms:

L(xt) = J(xt) + λh(xt) + µg(xt)++

+
ρ

2
||h(xt)||22 +

ρ

2
||g(xt)||22,

where λ,µ denote the Lagrangian multiplies (dual variables),
ρ signifies the penalty factor, and function (·)+ is the positive
projection. The optimal solution to problem (6) exists at the
saddle point of the Lagrangian function L. According to the
PDS method in [21], we consider that the saddle point of
the Lagrangian function can be reached by separately and
iteratively moving the primal variables xt towards negative
gradient direction, whereas moving the dual variables λ,µ
towards positive gradient direction, as defined by the follow-
ing equations:

xt(k + 1) = xt(k)− ξ ∂L
∂xt
|{xt(k),λ(k),µ(k)}, (7a)

λ(k + 1) = λ(k) + ξ
∂L
∂λ
|{xt(k),λ(k),µ(k)}, (7b)

µ(k + 1) = µ(k) + ξ
∂L
∂µ
|{xt(k),λ(k),µ(k)}, (7c)

where ξ denotes the step size. With equations (7), the
distributed OPF solver for agent i ∈ A can be obtained as

xti(k + 1) = fxi (x
t
i(k),λi(k),µi(k),x

t
Ni

(k),λNi(k),µNi(k)),

λi(k + 1) = fλi (x
t
i(k),λi(k),µi(k),x

t
Ni

(k),λNi(k),µNi(k)),

µi(k + 1) = fµi (x
t
i(k),λi(k),µi(k),x

t
Ni

(k),λNi(k),µNi(k)),

where functions fxi (·),fλi (·),f
µ
i (·) denote the update func-

tions of xti,λi,µi, and xtNi
(k),λNi

(k),µNi
(k) signify the

required information received from neighbors. Explicit ex-
pression of the update functions can be found in [22].



IV. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we conduct extensive simulations and
experiments to evaluate the robustness and scalability of the
MAS-based hierarchical control framework. Given different
time scales among the three control layers, we conduct
simulations and experiments in decoupled control layers.

A. Robustness to Link Failures

In this subsection, we show that the MAS-based secondary
control layer possesses higher robustness to link failures
compared with the centralized secondary control layer. To
demonstrate the concept, we implement a 4-agent DC Mi-
crogrid equipped with the droop-based primary control layer
(3) and the consensus-like secondary control layer (5). The
details of agent model can be found in [19]. The local
reference voltages are chosen as Vref1 = 48.2V, Vref2 =
48.3V, Vref3 = 47.9V, and Vref4 = 47.6V. The local
current loads are I1L = 10A, I2L = 8A, I3L = 12A,
and I4L = 6A, and corresponding rated output currents are
I∗1 = 15A, I∗2 = 12A, I∗3 = 20A, and I∗4 = 12A. Let Vi
and Ii,∀i ∈ A = {1, 2, 3, 4} be the output voltages and
currents, respectively, then the two control objectives of the
DC Microgrid can be formally introduced as

• Voltage balancing: 1
4

∑
i∈A Vi = Vref , Vref = 48V;

• Current sharing: Ii
I∗i

=
Ij
I∗j
,∀i, j ∈ A.

Practically, link failures could be caused by random faults
or dedicated attacks. Here we consider that the link will
be out of service if it is in failure, i.e., the link is not
able to transmit data packets. The MAS-based secondary
control layer employs the consensus-like control algorithm,
and the centralized secondary control layer relies a control
center which can collect measurements from agents and send
commands to them through communication links. We inves-
tigate the performance of the MAS-based and centralized
secondary control layers under link failures:

1) The Centralized Secondary Control Layer: In this
scenario, we consider that the communication link between
agent 1 and control center is under failure. The result is
shown in Fig. 3, where the AVGV is utilized to denote the
average of Vi,∀i ∈ A.

Fig. 3. This diagram shows output voltages and currents of the centralized
secondary control layer, where the communication link connecting agent 1
and control center is under failure.

2) The MAS-based Secondary Control Layer: In this
scenario, we consider that the communication link between
agents 3 and 4 is under failure, as shown in Fig. 4.

Fig. 4. This diagram shows output voltages and currents of the MAS-based
secondary control layer, where the communication link between agents 3
and 4 is under failure.

According to Fig. 3, in the centralized secondary control
layer, current sharing cannot be achieved in the DC Micro-
grid as the failed link isolates agent 1 from the remaining
agents. However, as shown in Fig. 3, in the MAS-based
secondary control layer, voltage balancing and current shar-
ing can be eventually achieved even under the link failure,
indicating that the MAS-based secondary control layer pos-
sesses higher robustness to link failures compared with the
centralized secondary control layer. Moreover, the robustness
to link failures can be quantified by communication graph’s
link-connectivity [23], which asks for the minimum number
of links that need to be removed to make the remaining graph
unconnected. The k-link-connectivity graph G can bear up to
k − 1 link failures.

B. Scalability

In this subsection, we choose to implement the MAS-
based ACOPF collaborative solver in the tertiary control
layer, and validate its correctness and scalability. We leverage
the vast amount of processing cores and RAM provided
by the HPC system at NC State University, called Henry2
cluster, to emulate the distributed computing environment
required by the MAS-based collaborative ACOPF solver.
Based on the HPC based distributed computing system, we
test performances of the MAS-based solver in four test
systems, i.e., 11 kV 22-bus [24], 12.7 kV 69-bus [25], 11
kV 85-bus [26], and 12.5kV 141-bus [27] radial distribution
systems. The communication topology is considered to be
identical as the physical system topology. The ACOPF solu-
tion references are obtained via three commonly used cen-
tralized optimization algorithms, i.e. interior point method
(IPM), sequential quadratic programming (SQP) method, and
active-set method (ASM).

First, we compare the ACOPF solution of the MAS-based
algorithm with three benchmark algorithms, i.e. IPM, SQP,
and ASM. The same convergence tolerance, i.e., 10−3 per
unit, is used in the proposed MAS-based ACOPF algorithm
and 3 benchmark algorithms. Once converged, we calculate
the mean absolute error of the optimization variables xt with
respect to the three benchmark algorithms. The ACOPF solu-
tion accuracy comparisons between the reference algorithms
and the MAS-based algorithm in every study system are
summarized in TABLE I. We found that the mean absolute
error of the MAS-based algorithm is on the 10−4 scale in
average. According to the results in TABLE I, the MAS-
based algorithm appears to be consistent with the reference
algorithms, and we can conclude that the proposed MAS-
based ACOPF algorithm is accurate.



TABLE I
MEAN ABSOLUTE ERRORS OF THE ACOPF SOLUTIONS.

Versus IPM Versus SQP Versus ASM

22-bus 9.96× 10−4 9.47× 10−4 9.90× 10−4

69-bus 9.92× 10−4 9.39× 10−4 9.72× 10−4

85-bus 1.01× 10−3 1.12× 10−3 1.00× 10−3

141-bus 9.88× 10−4 8.99× 10−4 9.91× 10−4

Average 9.97× 10−4 9.76× 10−4 9.88× 10−4

To show the good scalability of the MAS-based collab-
orative ACOPF solver, we depict the computation time in
the four test systems. As depicted in Fig. 5 (a), we can see
that the total computation time, i.e. execution time, grows
linearly as the system size grows. Additionally, the average
agent receiving and sending data rate per iteration for all
cases are plotted in Fig. 5 (b). We find that both data rates
stay about the same. Since each agent only communicates
with its 1-hop neighbor, the number of 1-hop neighbors does
not grow as system size grows. The average 1-hop neighbors
that each agent has in 4 cases are 1.91, 1.97, 1.98, and 1.99.
The reason why this number is close to 2 is that majority
of the agents only have one ancestor node and one children
node, and some of the “endpoint” agent doesn’t have children
nodes. This contributes to the great scalability in Fig. 5 (b).

Fig. 5. Agent per iteration computation time and data rates.

V. CONCLUSION

In this paper, we proposed an MAS-based hierarchical
control framework for Microgrids. Through extensive simu-
lations and experiments, we showed that the proposed control
framework demonstrated high robustness to link failures and
good scalability. In future work, we plan to implement the
MAS-based hierarchical control framework in the hardware-
in-the-loop and real-world testbeds.
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